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Price Suggestion and Recommendation of Resale Products on E-commerce Websites

Sanchit Pereira
x18104002

Abstract

E-commerce websites implement recommendation systems for recommending products to the customer and improve their sales. This can be effectively implemented if the website has new brand products, since new brand products have standardized pricing all over the e-commerce platform. But, there are also some e-commerce websites which only sell resale products, the products sold on these websites are coming from sellers who have already used that product. So the pricing on these products are not standardized as prices of these products is decided by the seller of those resale products. Since only resale products are sold on these websites, such websites do not have all the products and therefore there is no recommendation system on these websites. The aim of this paper is to predict the prices of the product by considering the characteristics of the product and make the price standardized for all the products. After standardizing all the prices on the e-commerce website, a market basket based recommendation system is built for such e-commerce website. The algorithms used for predicting the prices are Light Gradient Boosting Machine (LGBM), Ridge Regression and Convolutional Neural Network (CNN). CNN outperformed LGBM and ridge regression for predicting the price, the root mean squared logarithmic error value (rmsle) of CNN was 0.44, while LGBM was at 0.53 and ridge regression was at 0.47. Apriori algorithm is used for recommendation system as association rules are implemented for market basket analysis. For generating the association rules the support value used is 0.001, while the value of confidence is 0.90.

1 Introduction

E-commerce is playing an important role in today’s life. Why should one walk to a retail store when you can buy things while sitting at home? This mentality has made e-commerce popular. E-commerce companies make use of promotional activities like flash sale, discounted sales, etc. to attract more customers towards them. When a person visits their website for buying some products they recommend some other product which will be compatible to the product being purchased. This makes the customer aware about the other products on the e-commerce website. In this way, sales of the e-commerce companies are increased, this is the main reason why recommendation systems play an important role for an e-commerce websites. Also companies like Amazon, Alibaba which sell brand new products have standard pricing across all the products, so customers show interest in buying the recommended product as the pricing all across the other websites
and retail stores is also same. This is not the case with the e-commerce websites selling resale products.

In companies like OLX, Mercari, etc. who sale resale products do not have standardized pricing across all products as the products being sold on their websites are not coming from a manufacturer but instead it is coming from a person who has already used it. When a person is selling a product he/she will always price the product on what he/she thinks is right. Due to this some of the products being sold on such resale websites are overpriced as the seller does not consider all the characteristics of the product. Looking from a customer’s point of view, why will a customer purchase a product which is overpriced. For example, suppose a samsung galaxy s7 edge is being sold by the manufacturer at 1500 euros, while a six months used samsung galaxy s7 edge is being sold by a seller on OLX at 1400 euros. Now in this case the customer will always opt for a new brand samsung galaxy s7 edge as it is only 100 euros more than the resale samsung galaxy s7 edge. This creates a loss to the e-commerce companies selling resale products as they are not able to get their profit until the products on their website is being sold. Moreover, since such websites are not having standardized pricing they are not able to recommend products to the customers. To overcome these obstacles of the e-commerce websites selling resale products this paper implements a price prediction algorithm for standardizing the pricing of the resale products and a market basket based recommendation model which will recommend those standardized price products.

Coming to prediction algorithm this paper implements three models namely light gradient boosting machine (LGBM), ridge regression and convolutional neural network (CNN). The data used for predicting the price is coming from the website of kaggle which is availed by Mercari one of the leading e-commerce website in Japan. The data consists of six features which are as follows, name of the product, item condition id, brand name, categories, shipping and item description. Price is the target variable which will be predicted based on the above mentioned features. The data consists of 1482535 rows. After performing exploratory data analysis it was realized that item condition id and shipping barely play any role in predicting the price. Therefore name of the product, brand name, categories and item description were the key parameters for predicting the price. Name of the product, brand name, categories and item description were textual features, natural language processing techniques like count vectorizer, tfidfvectorizer, ngrams, text to sequences, etc were used to convert those textual data into numerical format. Since price is a continuous variable the metrics used for evaluation is root mean squared logarithmic error(rmsle), mean absolute error (mae) and r squared. Since the values of the price were skewed towards right, logarithm function was the best which could be applied to get those continuous values into normally distributed form. R squared metrics helps to know what percent of dependent variable is explained by the independent variables. The performance of CNN was better than LGBM and ridge regression for predicting the price. Now lets move to recommendation system.

The main reason for using market basket analysis for recommendation was that e-commerce companies selling resale products only have those products which are availed by the sellers and not by manufacturers that is why they can only recommend those products which they have in their stock. For example if a customer is interested in buying a laptop and if the e-commerce website have a laptop cover for resale then it can be recommended to the customer buying the laptop. Moreover due to lack of new brand products content based filtering( storing historical data of users for recommending future products) and collaborative filtering( recommending those products which have good
reviews by other customers) won’t work here. For recommendation, data from kaggle was used which was availed by instakart. The data had total of 6 files namely orders, products, department, aisles, order products prior, order products train. All these files had almost 40000 rows of data. There were a total of 8390 items in the dataset. Apriori algorithm was used for applying the association rules. The evaluation metrics used were support, confidence and lift.

1.1 Research Question

“How efficiently can machine learning optimize the sale of resale products using recommendation and prediction models?”

2 Related Work

2.1 Machine learning in the domain of E-Commerce

Author [Greenstein-Messica and Rokach (2018)] has implemented price prediction model for resale products on website of ebay. According to the author reputation of the seller, promotion indication and price of the product are important properties which can improve the efficiency of the prediction model. Author has used transactional data of six months from ebay for implementing the model. The model used for price prediction is content-aware price factorization (CAMF). The sellers reputation feature boosted the F1-score of the model to 84% which was pretty high as compared to the matrix factorization recommendation model implemented by author. As pricing in e-commerce is very dynamic, author [Bauer and Jannach (2018)] has implemented a model to optimize the pricing of sparse and noisy data of e-commerce. For implementing this the author has made use of two parameters, price changes over the years for a particular product and for related products. Bootstrap based confidence is combined with confidence Bayesian inference and kernel regression. The model proposed by the author was successful, the profit increased by 28.04% of revenue in just 4 months. On other hand, author [Dai et al. 2018] has implemented a model for building customer’s trust and increase sales of the e-commerce website. According to the author the decision of a customer of purchasing a product primarily depends on the reputation of the seller, followed by profile photos of the seller and stake of the transaction. Author [Guo et al. 2018] has created a model for recommending products by considering the price and multi-category inter-purchase time. The author has used sequential pattern mining for understanding the customers change in interest for different products in a certain time interval. The author has divided the implementation in two stages, category search stage and product search stage. In category search stage, sequential pattern mining is done for all the categories the user is interested in and this is done for all the users. The prices of each categories are then modelled by matching the purchase sequence of the pattern for each category and for multiple categories inter purchase time interval. In product search at a recommended time a time factor is computed for a candidate product. In a similar way, a price factor is calculated for the candidate product. The matching time and matching price is then integrated to obtain a preference value for the user for that particular product. A fuzzy set theory is employed for getting the results of this implementation.

Author [Peng et al. 2019] explains how time influences a purchase intention of the customer. The author says that e-commerce giants like Amazon, Gilt, etc. employ flash sales
on their websites offering high discounts for limited time period. This creates pressure on
the customers to buy the products instead of regretting later. This is one of the promo-
tional strategies employed by the e-commerce websites which increases the sales of their
websites. To study this, data from China’s e-commerce giant wjx.com was used. Principle Component Analysis (PCA) was imple-mented along with varimax rotation, SPSS and then for getting the output multiple regression was used. To understand the value
of time pressure on the customers the author has used 4 parameters emotional value, function-
value, price value and social value. The results show that for promotion of online sales social value and emotional value are two important parameters. The second finding of the author illustrated that time pressure and the correlation between social value, emotional value and purchase intention play a negative role in e-commerce environments. On the other hand using recommendation and pricing as the competitiveness parameter author [Jiang et al. (2015)] has redesigned promotion strategy for e-commerce. According to the author customers should be encouraged to buy products by giving some discount on them and at the same time other non-discounted products should be recommended to the customers. By doing this the loss which is occurred by giving discount can be recovered by recommending other non-discounted products. The parameters used by the author for implementing this are current price, product cost and reservation price. Three models are used by the author Online Promotion and Recommendation (OPR), Promotion with No Recommendation (PNR) and Minimum cost Ratios (MCR). Out of these OPR model outperformed the other two models by 27.7% and 10.3%.

2.2 Natural Language Processing

Author [Eshan and Hasan (2017)] has implemented a model for detecting abusive text in
Bengali language. To deal with the textual data the author has implemented natural lan-
guage processing techniques like countvectorizer, tfidfvectorizer, unigrams, bigrams and
trigrams for converting the textual data in numerical format. After converting textual
data in numerical format support vector machine, random forest and multinomial naive
bayes models were implemented. The results showed that features acquired by tfidfvectorizer were better as compared to the features of countvectorizer while working with support vector machine with linear kernel. On the other hand author [Tripathy et al. (2016)] has made use of natural language processing technique to classify sentiments into positive, neutral and negative. Support vector machine, stochastic gradient descent, maximum entropy and naive bayes are used for modelling. The author has made use of combination of ngrams such as unigram, bigram, trigram, unigram+bigram, bigram+trigram and unigram+bigram+trigram. The output illustrated that lower value on ‘n’ in ‘n-grams’ gives better result than higher values. Which means that results obtained using unigrams and bigrams were excellent when compared to trigrams, fourgrams, etc.

Author [Tripathy et al. (2015)] has implemented text classification using machine learn-
ing classification algorithms namely naive bayes and support vector machine. These al-
gorithms were used to classify the sentiments into positive and negative. For processing
the text, author first converted the text into tokens, removed the stopwords and the
punctuation marks and then used countvectorizer and tfidfvectorizer for converting the
textual data into numerical form. The results showed that support vector machine (94%)
outperformed naive bayes (89.5%) accuracy for classifying the sentiments. For classifying
text three different feature extraction techniques were used by author [Dzisevi and eok
(2019)] which are term frequency inverse document frequency (TF-IDF), linear discrimi-
2.3 Prediction Algorithms

Author [Chiang et al. (2018)] has implemented ridge regression for big data to understand the computational speed of the algorithm. The data used for implementing the model is from bureau of transportation statistics and federal aviation administration which were pretty much large in size and consisted the data of each flight from year 2010 to 2015. Both of these dataset are merged to form a final dataset. Ridge regression is used for predicting the arrival and departure delay of the airlines. The ridge regression method proposed by author was successful in predicting the target variables with a mean squared error of 168,632.10 and mean absolute error of 394,368.89. The author concludes that ridge regression requires less memory, has faster computing speed and provides accurate results. Author [Naik et al. (2018)] has implemented a ridge regression model along with empirical mode decomposition (EMD) model for predicting the wind speed and power. The data used for predicting is from real wind farms. The speed of the wind needs to be predicted in a time span 10 minutes, 30 minutes, 1 hour and 3 hour. For each prediction the error rate of ridge regression was less as compared to the other models. The author concludes that ridge regression had the highest correlation coefficient factor. Apart from that the accuracy acquired by ridge regression was higher as compared to the other models.

Author [Li et al. (2018)] has implemented light gradient boosting machine (lgbm) for predicting the life expectancy of aircraft engines. The author says that engine is an essential part of the aircraft, it is necessary to do proper maintenance of airplane engine on time. Therefore a prediction model is build by the author so that the useful life of the aircraft engine can be estimated. The runtime of the turbofan and time window of row data are used as inputs for the model to capture the degradation information. The rmse value acquired by lgbm was 13.45 which was the least when compared to the other models used for prediction. The author concludes that lgbm is easy to interpret and it deals very well with data having high dimensional inputs. Author [Chen et al. (2019)] has implemented light gradient boosting machine (lgbm) for implementing for predicting the interaction of protein-protein. According to the author interaction of protein and protein plays an important role in a life of a cell such as signal transduction, transcriptional regulation and drug signal transduction. Experimental methods used for identifying protein-protein interaction are time consuming and costly, therefore author has implemented a machine learning approach to solve this problem. Firstly autocorrelation descriptor, pseudo amino acid composition, conjoint triad and local descriptors are used for extracting the features from the available information. Then elastic net is used for selecting appropriate features and the remaining redundant features are eliminated. The prediction accuracy received for identifying Mus musculus, Escherichia coli, Caenorhabditis elegans, Homo sapiens was 94.57%, 92.16%, 90.16%, 94.83% respectively which was a great achievement according to the author. On the other hand author [Ju et al. (2019)] has implemented light gradient boosting along with convolutional neural network for predicting the power of wind. The power of wind plays a very important role as various factors of electricity like the power
system stability, quality of electric energy, wind power grind development, etc. These are the reasons why it is necessary for predicting wind power. Initially convolutional neural network is applied for extracting the features from the input data and then light gradient boosting is applied on the inputs along with CNN. The root mean squared error was on a lower side for CNN(1.752) as compared to LightGBM(1.848), while the mean absolute error was less for LightGBM(2.315) as compared to CNN(2.344). The author concludes that CNN was good in fetching data while LightGBM increases the robustness of the model.

Author [Teng et al. (2019)] has implemented convolutional neural network for estimating the target priority of air. A data of 900 units was used for training the neural network while 10 sets of data were used for testing. Since this is a regression problem least square error cost function is used for evaluating the model. The convolutional neural network implemented was of two layers the first was fully connected layer, 3 neural layers and the last one was output layer. The bias of all the layers in the CNN is initialized to zero, the learning rate was set to 0.001 with 1000 iterations. The absolute error obtained from CNN(0.0035) was pretty much low as compared to BP(0.0161) and PSO-SVM(0.0052) which was great. On the other hand author [Petersen et al. (2019)] has implemented convolutional neural network with LSTM for predicting travel time of the bus. Providing accurate and reliable results for public transport are essential so that attractive services can be offered to the customers in cities. The prediction was made for 15 minutes, 30 minutes and 45 minutes. The root mean squared error acquired was 2.66(15 minutes), 2.89(30 minutes) and 3.11(45 minutes) which was far more better as compared to other models. The overall root mean squared error acquired was 3.79, mean absolute error 3.02 and MAPE 5.61%. The author is convinced that this model of CNN and LSTM is preferable for predicting the price of public transport.

2.4 Market Basket Analysis

Author [Kaur and Kang (2016)] says that market basket analysis is a data mining technique used in various fields. Market basket analysis is implemented so that the buying patterns of the customers can be studied by the retailers which helps in decision-making. For implementing association rules author has made use of extended bakery dataset which consists of 20000 rows and 26 itemsets. The association rules are divided into two parts, upper association rules and lower association rules by keeping 20 as the threshold. The rules are evaluated using support, confidence and lift. On the other hand author [Valle et al. (2018)] has implemented minimum spanning trees within association rules. The author says that association rules gives large number of rules even for a small number of transactions which is unnecessary, so in order to get proper amount of rules the author has implemented minimum spanning trees. Minimum spanning trees improve the quality of market basket analysis. The data used for implementation is a correlation matrix between different product vectors. For calculating the quality these correlations of association rules are connected to the lift on which the association level between antecedent and consequence of the rule will be determined. As an output an undirected graph is obtained having N-1 edges and N number of nodes which has a connection path of minimum distance to the products.

For recommending product categories in a online supermarket author [Fang et al. (2018)] used association rules. In order to sell more products retailer sells products in a bundle. When too many products are purchased together the order is exempted from
delivery charge which makes the customer happy as well as the retailer as more products are sold. For recommending appropriate products to the customer the author makes use of association rules. The dataset used in this paper consists of three columns product_id, customer_id and category_name. Since bundle needs to be recommended association rules are applied on the categories of the products and not on the products. For implementing association rules author has made use of apriori algorithm such that the value of support is kept at 0.1 and the confidence is adjusted at 0.01. On the other hand, author Cakir and Aras (2012) has implemented association rules for locating various products and adding it to the shopping cart based on different keywords entered by the customers. Apriori algorithm is used for implementing this association rules in C# software. Since association rules were based on a software the author made use of the following things: A text file was created for reading and writting the log files. Association rules were created by reading this log files by apriori.exe and a different text file was used for storing the results. Products with the highest probability value were displayed and added to the shopping cart.

3 Methodology

For completing this project CRISP-DM methodology was used. Each step of the methodology is divided into two sections prediction and recommendation as the data for both these models was different, therefore the pre-processing was also different. CRISP-DM has the following steps:

![CRISP-DM Diagram](image-url)

Figure 1: CRISP-DM
3.1 Business Understanding

- All the prices of the resale products on the e-commerce website will be standardized.
- The price which will be predicted will consider all the characteristics of the product and won’t disappoint the seller.
- The standardized pricing will open new doors for recommendation.
- New resale products will be recommended to the customers.
- The above factors will optimize the sales of e-commerce website selling resale products.

3.2 Data Understanding

3.2.1 Prediction:

The dataset is downloaded from kaggle. This dataset is availed on kaggle by a website named Mercari which is a japanese e-commerce website which sells resale products. The data was downloaded from kaggle and was stored in google drive. The data consists of 1482535 rows and 7 columns. From google drive the data was pulled in google colab using python’s library pydrive. The data set consist of the following 7 features: name of the product, item_condition_id, brand_name, categories, shipping, item_description and price of the product. The categories feature has 3 sub categories for each product such that the first subcategories is the main category followed by the department and the product category. The price feature consists of continuous value which ranges between 0-2009. The item_condition_id and shipping consist of categorical numeric values. The range of values in item_condition_id between 1-5, while shipping consists of only 1s and 0s. The 0 in shipping means that e-commerce website has not paid any money for shipping while 1 means that money has been paid by the e-commerce website for delivering that product.

3.2.2 Recommendation:

The dataset is downloaded from kaggle which was availed by Instakart. The recommendation system is built in R because there were many predefined libraries in R which made implementation easy to execute. The dataset is downloaded and loaded in R using read.csv function. The dataset consists of 6 files namely aisles, departments, order_products_prior, order_products_train, orders and products. The aisle file consists of two features aisle_id and aisle. The department file consists of two column department_id and department. Order_products_prior consist of 4 columns order_id, product_id, add_to_cart_order and reordered. Order_products_train consist of 4 columns order_id, product_id, add_to_cart_order and reordered. Order file consist of 7 files namely order_id, user_id, eval_set, order_number, order_dow, order_hour_of_day and days_since_prior_order. Products file consist of product_id, product_name, aisle_id and department_id.

3.3 Data Preparation

3.3.1 Prediction

The data is converted into appropriate data types. Item_condition_id, shipping are converted to categorical data type. In categories column there are total three subcategories,
these subcategories are separated by '/'. Using split function these categories are separated into three different columns. Categories and brand name column had too many null values in it, brand name had the highest number of null values. To fill these NA values, "missing" was added in place of NA in both the columns brand_name as well as categories. Then the data type of brand_name and categories was converted to category. For converting textual data into numbers natural language processing techniques were used such as tokenizing, punctuation removal, digits removal, stopwords removal, stemming, converting the upper case alphabets to lower case alphabets. After pre-processing the text, the text was converted to normalized form. Now this normalized text was supposed to be converted into numeric vectors. For converting the text into numeric vectors count vectorizer and tfidf vectorizer was used. Count vectorizer was applied on product name column and categories column while tfidf vectorizer was used on item_description column. Dummy variables were used on the item_condition_id and shipping column which encoded the two columns into 0s and 1s. Label binarizer was used on brand_name column for converting the textual data into numeric format. While for CNN text_to_sequence is used on name and item_description feature for converting the text to numeric format and for the other columns embedding were used, both of these function are present in keras library.

### 3.3.2 Recommendation

The recommendation data had 6 six files in it. But for implementing market basket analysis we only need two columns the first column we need is order_id to know what products are purchased together and the second column in product_name to learn about the different name of the products which were brought in a single transaction. Now in the file named order_products_prior there were total 4 columns namely order_id, product_id, add_to_cart_order and reordered. From this we took order_id and product_id and stored it in a variable named mydata. Now using merge function all the columns from the products file were included in the my data variable. After merging we got a total of 5 columns which were product_id, order_id, product_name, aisle_id and department_id. Only order_id and product_name were kept in the dataframe rest all columns were deleted. This data was then split into order_id and product_name.

### 3.4 Modelling

#### 3.4.1 Prediction

There are total three modelling algorithms used for prediction which are light gradient boosting(LGBM), ridge regression and convolutional neural network(CNN).

**LGBM:** LGBM is a gradient boosting based framework which used algorithms based on tree learning. LGBM grows vertically while other tree based algorithms grow horizontally. LGBM is implemented in this paper for the following reasons:

1. higher efficiency and training speed is fast, memory usage is low, great accuracy, able to handle huge data set.

**Ridge regression:** Ridge regression is used for analyzing the data of multiple regression which is suffering from multicollinearity. When multicollinearity is faced the least squared estimates becomes unbiased and the variance becomes so huge that it deviates

---

from the true values. When a degree of bias is added to the regression estimates, standard errors are reduced by ridge regression.

**Convolutional Neural Network:** CNN is a variant of multilayer perceptron and a part of deep neural networks class. In multilayer perceptron each layer of neuron is connected to the other neurons in the consecutive layer. CNN is usually used for modelling the images but it is used in this paper for modelling text because as CNN learns through all the pixels in the image, similarly it can also learn different connection between words and can predict the price of the product.

### 3.4.2 Recommendation:

**Apriori:** Apriori algorithm is used for mining frequent itemsets and implementing association rules over a transaction database. It first looks for frequent items and keeps on extending it to bigger dataset until the item set appear to look sufficiently large in the database. It is generally used in the domain of market basket analysis by finding trends and determining association rules.

### 3.5 Model Evaluation

#### 3.5.1 Prediction

There are three parameters for evaluating prediction model, which are root mean squared logarithmic error (rmsle), mean absolute error (mae) and r-squared.

#### 3.5.2 Recommendation

For evaluating the recommendation model 3 parameters are used which are support, confidence and lift.

---

4 Implementation

4.1 Design Architecture

![Design Architecture Diagram]

Figure 2: Design Architecture

4.2 Prediction

Starting with the prediction model, let’s analyze the target variable which is the price of the product. According to mercari the price of resale products should lie between the price range of 3-2000 dollars, so we deleted the unnecessary rows from the data. The target value feature is completely skewed towards right as we can see in the figure 3.

![Price Distribution Diagram]

Figure 3: Price without logarithm
So in order to analyze the target variable we make use of logarithm function. Even after using the logarithm function still the data is skewed towards right as shown in figure 4.

As the price was skewed a binning column was added by considering the inter-quartile range of price such that values between 3 and 10 will lie in q1. The value greater than 2 and less than 17 will lie in q2 and so on. In bins q1, q2 and q3 things are fine but in q4 things really become weird. If we look at the standard deviation of q4 it is increased to 63.749703 which is pretty high as compared to the other three bins. Also the range of the q4 is quite large, which results in skewed data as seen in figure 5.

<table>
<thead>
<tr>
<th>price_bin</th>
<th>count</th>
<th>mean</th>
<th>std</th>
<th>min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>q1</td>
<td>375615.0</td>
<td>7.715192</td>
<td>2.077888</td>
<td>3.0</td>
<td>6.0</td>
<td>8.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>q2</td>
<td>378177.0</td>
<td>13.842940</td>
<td>1.794584</td>
<td>10.5</td>
<td>12.0</td>
<td>14.0</td>
<td>15.0</td>
<td>17.0</td>
</tr>
<tr>
<td>q3</td>
<td>359743.0</td>
<td>22.555694</td>
<td>3.337632</td>
<td>17.5</td>
<td>20.0</td>
<td>22.0</td>
<td>25.0</td>
<td>29.0</td>
</tr>
<tr>
<td>q4</td>
<td>368126.0</td>
<td>63.543534</td>
<td>63.749703</td>
<td>29.5</td>
<td>35.0</td>
<td>45.0</td>
<td>66.0</td>
<td>2009.0</td>
</tr>
</tbody>
</table>

Figure 5: Distribution of price in binning

Coming to shipping variable it only contains 1s and 0s. 1 means that mercari had to pay for shipping while 0 means no shipping cost was incurred. From the data below it is clear the distribution of shipping. From the distribution it is clear the cost of shipping has no influence on the price of the product.
In brand name feature there were total of 4809 unique values. Pink and Nike were the most sold branded products. For most of the products brand name was missing as shown in the figure.

The category name column has three subcategories which is separated by '/' delimiter. Products which are sold in the main category the most are from women category followed by beauty. Computers and tablets were the highest selling section in the first category. Laptops and notebooks were the highest selling in second section. All the missing values in categories and brand name were replaced by "missing".

Coming to the data item condition id and shipping were the only two numerical features present in the data. Now if we look at the correlation matrix in figure 8 we can see that both of these features hardly have any correlation with the target variable price. Which means that majority of the features required to predict the price lie inside the textual data. Hence, now the price prediction was a complete natural language processing problem.
So starting with natural language processing first all the data from name and item description was converted to tokens. After the punctuation inside the data were removed, all the digits were removed, stopwords were removed and all the uppercase letters were converted to lower case. All types of stemming was implemented on the data for bringing the data into its root form. For instance dancing will be converted to dance after applying stemming. After getting the data into the root form, the next thing is to convert the words into numbers. For doing this count vectorizer and tfidf vectorizer were used. There are lots of other textual feature extraction techniques like fast text, word2vec, etc. but count vectorizer and tfidf vectorizer are used because we wanted to avoid those techniques which are computationally heavy considering the hardware specification. Count vectorizer is applied on the product name and categories feature and tfidf vectorizer is applied on item description feature. Since product name and categories do not have much information in it those two features can be easily encoded by count vectorizer. For encoding item description, count vectorizer can also be used but since it contains a lot of information about the product, it is preferable to give proper weights to each word in the sentence. Also as described by Eshan and Hasan (2017) features extracted by tfidf vectorizer are far better than count vectorizer. While using tfidf vectorizer on item description bigrams were used to see the capture the connection between two consecutive words. For converting the brand name labels into textual format label binarizer was used which is present in sklearn library. Item_condition_id contained categorical data in the range of 1-5 and shipping contained only binary data which was 0 and 1. Both of these features were encoded by count vectorizer and tfidf vectorizer the values of the other columns were also converted into range of 0-1. All these converted variables were clubbed together using hstack which combines the data horizontally. Functions like csr_matrix and hstack are imported from scipy.sparse library. After this all the data was converted into suitable form for pushing it into algorithms for predicting the price. This was the pre-processing
used for ridge regression and LGBM, while the pre-processing used for CNN was a bit
different. The natural language processing techniques used were minimal here, text was
directly converted into numeric vectors using text_to_sequence which is found in keras
library. For converting the other features into appropriate format, embedding function
was used which again found in keras library. Since there are two layers in CNN the
activation function used is relu. After applying relu function to the first two layers, the
inputs of the data were down sampled using GlobalMaxPooling1D() function and this
function was then concatenated to both the layers of CNN. Linear activation layer is used
for output.

For splitting the data in training and testing k-fold cross validation techniques was
used in ridge regression and LGBM, the data was split in 10 splits. For CNN, data was
split in a ratio of 75:25 for training and testing, epoch was used for retraining the data.
The size of epoch used is 3. As the data was quite big considering the hardware specific-
ation it is made sure that the algorithms which are applied on the data are not heavy
on the CPU. The algorithms used for prediction are light gradient boosting(LGBM),
ridge regression and CNN. The main reason for using LGBM is that as the name suggest
LightGBM meaning it is computationally light on the CPU. Same goes with ridge re-
gression, it requires less memory, good computing speed and gives accurate results as said
by Chiang et al. (2018). CNN is usually used on images so that it captures the nearest
pixel possible and gives accurate results. In this case the prices were solely dependent on
the textual data as the numeric data item_condition_id and shipping were not of much
use. This is the main reason why CNN is used in this paper so that it can learn through
each textual word and then predict the price.

4.3 Recommendation

The recommendation model is implemented in R and not in python because there were lot
of libraries available for implementing market basket analysis in R as compared to python.
Therefore implementing in R was easier as compared to python. Coming to the data it
contained five files namely order, products, order_products_prior, order_products_train,
aisles and department. Features of these files are described in section 3. An order
file contains the following features order_id, user_id, eval_set, order_number, order_dow,
order_hour_of_day, days_since_prior_orders. order_dow is orders done in day of the week, to
make this more convenient to analyze we add a column which is named as day_week_name.
The order_dow has categorical numbers between 0-6 such that 0 means sunday and 6
means saturday. This data is added to day_week_name column. Now lets look at the
frequency of the orders over the week.
From the graph below in figure 9 it is clear that maximum orders are placed during sundays and mondays, sunday being the busiest day. Now we need to analyze which time of day receives more number of orders. For doing this order_hour_of_day is visualized, from this we can see that hours between 9-17 are the busiest.

Another column created is products_department in which the data from products and departments file are merged together using merge function, in both of these files department_id was common. All the data present in each file is converted into appropriate data types. A new data frame is created named mydata. Initially, only order_id and product_id are added to this variable. Using merge function all the data from the products file are pulled in mydata variable. Now this mydata variable consists 5 features namely
product_id, order_id, product_name, aisle_id and department_id. All the data in mydata variable is arranged according to order_id. For implementing market basket analysis only two features are needed namely order_id which contains the number of products purchased by each customer and product_name which contains the name of the products bought by each customer. All the remaining columns from the mydata variable are eliminated. Next the two columns in mydata variable order_id and product_name are split using split function. After looking at the summary of statistics it is observed that data is converted into sparse matrix which contains 3934 rows and 8390 columns. Banana is the most purchased product in the itemset which is present in 605 transactions. From the summary statistics it can be observed that a normal person purchases 7-8 products in one transaction. There are only two transactions which contains 51 products in it, which is considered to the the biggest transaction recorded in the dataset. Apriori algorithm is used for implementing the association rules. After implementing the algorithm a lot of rules were created based on the transactions. Not all of the rules established are unique some of the rules are redundant, we need to eliminate those rules. For eliminating those rules a variable was created named subset.matrix. Now the variables which contains all the rules are checked for subset, if the subset value is true, the variables are added to subset.matrix variable. The lower triangle of the subset matrix is set to NA and the column sums of those matrices are checked, if the value of the col sums is greater than 1 then it is added to a variable named redundant where the redundant rules are pruned.

5 Evaluation

5.1 Prediction

For evaluating the performance of LGBM and ridge regression three parameters are used namely root mean squared logarithmic error (rmsle), mean absolute error (mae) and r-squared. The range of values in the target variable is quite huge and owing to this root mean squared logarithmic error (rmsle) is used instead of root mean squared error (rmse). R-squared explains what percentage of the variance of the target variable is explained by the independent variables. The formulas for evaluating both of these parameters are as follows:

\[ R^\text{rmsle} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\log(p_i + 1) - (\log(a_i + 1)))} \]

\[ R^\text{-squared} = 1 - \frac{\text{squared error of regression line}}{\text{squared error of meanline}} \]

5.1.1 Experiment 1: LGBM

The rmsle value obtained by using LGBM model is 0.538, mae was 0.4 and the r-squared value obtained is 0.48 as seen in the below table. The results obtained from this algorithm

---

was not good enough as compared to the other two algorithms. Each type of stemming was applied on the description feature of the data but it did not help much to improve the error value. The r-square value showed that is not even 50% of the variance in the dependent variable was explained by the independent variables.

<table>
<thead>
<tr>
<th></th>
<th>No Stemming</th>
<th>Porter Stemmer</th>
<th>Lancaster Stemmer</th>
<th>Wordnet Lemmatizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSLE</td>
<td>0.5389</td>
<td>0.5382</td>
<td>0.5384</td>
<td>0.5387</td>
</tr>
<tr>
<td>MAE</td>
<td>0.4098</td>
<td>0.4092</td>
<td>0.4094</td>
<td>0.4097</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.4808</td>
<td>0.4821</td>
<td>0.4817</td>
<td>0.4813</td>
</tr>
</tbody>
</table>

5.1.2 Experiment 2: Ridge Regression

The rmsle, mae and r-squared value obtained by using ridge regression is a bit better as compared to LGBM model as shown below. By looking at the r-squared value it can be said that ridge regression is a better fit over LGBM. If neural network is not considered over this data, then ridge regression is one of the best fit.

<table>
<thead>
<tr>
<th></th>
<th>No Stemming</th>
<th>Porter Stemmer</th>
<th>Lancaster Stemmer</th>
<th>Wordnet Lemmatizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSLE</td>
<td>0.4714</td>
<td>0.4721</td>
<td>0.4725</td>
<td>0.4716</td>
</tr>
<tr>
<td>MAE</td>
<td>0.3519</td>
<td>0.3525</td>
<td>0.3530</td>
<td>0.3522</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.6028</td>
<td>0.6016</td>
<td>0.6009</td>
<td>0.6023</td>
</tr>
</tbody>
</table>

5.1.3 Experiment 3: Clubbing features

Since features name, brand_name ,category_name and item_description are completely textual. So all these columns were clubbed into one column and natural language processing technique is applied to see the error and the r-squared value. From the below table it is clear, that the error rate only increased and the r-squared value got less. Since the results were not good, so stemming was not applied further.

<table>
<thead>
<tr>
<th></th>
<th>LGBM</th>
<th>Ridge regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSLE</td>
<td>0.5583</td>
<td>0.4845</td>
</tr>
<tr>
<td>MAE</td>
<td>0.4264</td>
<td>0.3617</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.4427</td>
<td>0.5803</td>
</tr>
</tbody>
</table>

5.1.4 Experiment 4: Convolutional Neural Network

CNN being a neural network did a pretty good job for predicting the price of the products. The rmsle value of CNN is 0.4461, mae is 0.3345 and r-squared is 0.6460. Looking at the error and the r-squared value it is clear that it is the best fit when compared to the other two algorithms. Stemming is not implemented for CNN as it is clear from the above results of LGBM and ridge regression that it hardly helps to improve the error and r-squared value.

5.2 Recommendation

The evaluation measures used for judging the performance of the market basket analysis were support, confidence and lift. The formulas for all the three parameters are given
below:

\[ \text{Support} = \frac{\text{Freq.of.item}}{\text{Total number of transactions}} \]

\[ \text{Confidence} = \frac{\text{supp}(A \cup B)}{\text{supp}(A)} \]

\[ \text{Lift} = \frac{\text{supp}(A \cup B)}{\text{supp}(A) \times \text{supp}(B)} \]

5.2.1 Experiment 4: Apriori

Lower the size of the support, confidence and lift more rules are applied by the apriori algorithm. Just for sake of experimenting the value of support and confidence was kept very high. Support was kept at 0.001 while the value of confidence was kept at 90% still 25 association rules were acquired. Below is a output of market basket analysis, only top 5 rules are displayed to understand the output

<table>
<thead>
<tr>
<th>Rules</th>
<th>Support</th>
<th>Confidence</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 {Deli Fresh Honey Smoked Turkey Breast, 98% Fat Free, Gluten Free} =&gt;{Banana}</td>
<td>0.001016777</td>
<td>1</td>
<td>6.502479</td>
</tr>
<tr>
<td>2 {Quaker Life Cinnamon Cereal} =&gt;{Banana}</td>
<td>0.001016777</td>
<td>1</td>
<td>6.502479</td>
</tr>
<tr>
<td>3 {Mediterranee Strawberry Yogurt} =&gt;{Coconut Yogurt}</td>
<td>0.001016777</td>
<td>1</td>
<td>786.800000</td>
</tr>
<tr>
<td>4 {Organic Chamomile with Lavender Herbal Tea Bags} =&gt;{Bag of Organic Bananas}</td>
<td>0.001016777</td>
<td>1</td>
<td>7.713725</td>
</tr>
<tr>
<td>5 {Organic Cilantro,Organic Roma Tomato} =&gt;{Organic Baby Spinach}</td>
<td>0.001016777</td>
<td>1</td>
<td>14.30545</td>
</tr>
</tbody>
</table>

Now here the value of support was kept at 0.001 and confidence was at 0.90 so rules was created considering the value and support applied. If we have a look at the above table all the rules created satisfy the specified value of support and confidence. To have a visual description of this association rules a directed graph is visualized.
5.3 Discussion

Starting with the prediction algorithms, the results obtained are satisfactory considering the target variable and the size of the data. The market of the e-commerce is pretty much dynamic as seller wants to sell the products at higher cost and the buyer wants to buy the product at less price. This is making the price variable skewed. It is the skewness of the target variable which is creating problems for the prediction algorithms. The two features item_condition_id and shipping hardly added any value for predicting the price. So the only hopes left for predicting the price was the textual data. Coming to the pre-processing part the pre-processing required for CNN was the least as words were directly converted to vectors using text_to_sequence method from keras. While for passing data in LGBM and ridge regression model the textual data had to go through tokenizing, punctuation removal, digit removal, stop words removal, etc. Both types of methodologies are used for extracting textual features the traditional count vectorizer, tfidf vectorizer used for LGBM and ridge regression models and the other is text to sequences which is from keras library used for CNN. Eventhough with less pre-processing CNN proved to be a better performer with respect to rmsle, mae and r-squared value. In contrast, the execution time required for CNN was more as compared to the other two algorithms. Since the data is huge CNN is able to learn different patterns of text which influences the price. If more data is appended the error value can further be reduced using CNN.
6 Conclusion and Future Work

In this paper there are two things implemented price prediction and product recommendation for e-commerce websites selling resale products. Considering the size of the data the algorithms used are such that are less intensive on the CPU. The price is predicted using three algorithms linear gradient boosting machine (LGBM), ridge regression and convolutional neural network (CNN). Standard nlp techniques were used for ridge regression and LGBM, while deep learning techniques from keras library were used for preprocessing data for CNN. Considering the skewness and the size, the results acquired were amazing. In terms of performance CNN was the clear winner over the other two algorithms. Convolutional neural network outperformed ridge regression by approximately 3% and LGBM by 9%.

Recommendation model is implemented using apriori algorithm. Association rules are used for mining the frequent item sets in the data. The only two meaningful features for creating association rules were order id and product name. These features were splitted into transactions and then association rules were applied by setting the support value of 0.001 and confidence value of 0.90. Since the value of the support and confidence was so high only 25 rules were generated. After implementing the algorithm there were some rules which were redundant and these rules were pruned later by using subset function which is described in implementation section.

In future work, the images of the products can be included as a feature for making the prediction model more robust. By including the images the condition of the product can be more accurately judged. Furthermore, the seller’s profile can also be used as another feature for improving the performance of the model. On the other hand some other algorithm should be experimented for applying association rules for the recommendation system.
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