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Abstract

As Docker is slowly transforming the virtualization and deployment world, it is essential it does not have any security loopholes. But due to resource and kernel sharing with the host and no inbuilt authentication mechanism Docker greatly increases the surface area of the attack on the host machine. This paper addresses ARP poison attacks among docker containers, which is one among the many security issues in Docker. As there is no definitive way of creating a container, this paper suggests a way to effectively detect an ARP poisoned container by creating containers in a framework.

1 Introduction

In the world of datacenters and virtual machines where technology has enabled one to spin up an instance of a server or an entire machine up in minutes, we are always looking for more. More speed, more efficiency, more performance, etc. In this relentless search for more out of a virtualization software a new paradigm of virtualization was designed on share the resources and kernel of a host machine but can work and behave like a virtual machine and spin up deployable server environments in seconds. This is the Linux Container - LXC. LXC have been around for two decades now. But only in recent years they have been considered to be used as an alternative for commercially successful virtualization solutions. This was possible due to tools such as Docker, Mesos, rkt, Solaris Containers, CSDE(Commercially Supported Docker Engine) etc. These tools enabled the use of container as a deployable environment. Thus, effectively creating a virtualized environment within the realms of a host machine utilizing the resources available to the host without harming the host (well, almost!).

Docker, though having the provision for security features does not have any of it implemented ab-initio. One such security loophole is the possibility of ARP poisoning and ARP spoofing. To begin with Dockerfiles are, by default, build-able by any user and do not need any special permissions. Hence, a Docker image can be built from scratch just by copying a Dockerfile from a USB or a disk. Once the image is built, a user can push the image into the Dockerhub, All the while with no checks or security authentication of any sort. Due to this there is a chance that corrupt or poisoned images can find its way into a live production environment.
Docker containers are miniscule instances of an operating systems having only the bare minimum files required to run a process. Due to this, it essentially does not have any authentication and validation, hence, a container can be easily influenced and induced in a live environment to spoof on the activities of other containers on the machine. This is a major persisting issue in the current IT world (Combe et al.; 2016).

ARP is a basic protocol that works on the Data-link layer in the OSI model. ARP is not a reliable protocol meaning, it does not wait for a response for a respective request packet in a network. It just broadcasts the node information and captures the incoming node information of the other nodes in a network. This enables any intruder to easily create a pseudo node and spy on the network traffic. Hence, to overcome this among docker containers where the security is one of the highest concerns a framework of Docker containers has been proposed in this paper which can detect any ARP intrusion among many containers. More detailed description and discussion follows in further sections.

To begin with let us first understand what is Docker and how it works. Matthias and Kane (2015) is a guide to work with Docker and probably a good place to start understanding Docker. According to this book, more than understanding, what Docker is, we need to know what Docker is not. Docker is not a commercial virtualization solution like VMware, KVM, etc. (this can be confusing but, bear with me). Docker is not Cloud platform like Openstack, AWS, cloudStack, etc. Docker neither is configuration management tool like Puppet, chef, etc. But, Docker has the flexibility of the all of the above technologies. That is, it has the ability to provide a virtualization solution, it can form a cloud platform, it can also can be used as a configuration tool and deployment tool. In short Docker is all of it combined in one. Basically, Docker is just a process, but a powerful one, which shares the resources of the host machine.

2 Related Work

Before we dive right into the details of the project we need to research how many others have already worked on the similar topic as mine. Also, we need to understand and validate the existing problem. And if the problem exists then what is the possible solution for it and validate the solution as well. Without further ado lets dive right into the different sections of the literature review.

This entire section is divided into four subsections. The subsection 2.1 describes and defines what Docker is and how is it changing the very ways in which applications are being developed in the current technological world. The subsection is intended on highlighting the positive aspects of Docker and other containerization software. Operating system virtualization being one of the simplistic and lightweight virtualization solutions, is the basis of Docker, Mesos and other LXC (Linux Containers).

The second subsection 2.2 deals with the Address Resolution Protocol. Various papers have been written on the ARP and how they affect the network security. ARP is a simple and non-reliable protocol which works at the Data link layer (layer 2) of the OSI model. ARP works on the principle of address resolution and reverse address resolution. This subsection intends on understanding how the ARP works and what are flaws which make the ARP an unreliable protocol.

After understanding the Docker and ARP, the 2.3 subsection deals with ARP poisoning or spoofing attack in Docker containers. This subsection highlights the how ARP...
spoofing can affect the security of a system running Docker containers. And in what way is the system affected by the spoofed containers.

And finally, the subsection 2.4 highlights various solutions in which ARP spoofing and poisoning attacks can be contained in a network of Containers. This section highlights the solution in discussion in this paper and how effectively it dispels any threat of ARP poisoning attack.

2.1 Docker: An overview and its extent of usage

Let’s begin with the big question. What are containers? According to Joy (2015) Isolating the processes to access and utilize the resources allocated only to the respective process environment without affecting the other processes - that’s a simple definition of LXC or LINUX Containers. LXC are basically processes running independently utilizing the resources allocated inside the respective namespace. But the major advantage of containers is that they have their own network interface and can connect and interact with the other systems just as another system. Some of the advantages of the LXC are that they highly portable and lightweight, need minimal configuration and, the major advantage, they share the host system OS kernel and are not affected by the underlying host processes. This makes the containers a very ideal substitute for other virtualization rivals like hypervisors.

The figure 1 depicts the comparative depiction of a conventional virtual machine vs a container solution such as Docker. A typical VM makes use of hypervisor and isolates the hardware from the operating system. Whereas a containerization effectively isolates the host operating system from the containers processes. Hence, containers are also called operating system level virtualization. Containers mainly work with the help of namespace and control groups (cgroups for short). Namespaces takes care of the environment in which a process is running and the limits defined for the respective process. And cgroups manages the access and control of the process and helps isolates the process from each other. The figure 2 depicts the typical architecture of a Docker Container with respect to the namespace and cgroup.

Some popular containers software are Docker (leverages LXC), Mesos and Kubernetes (technically it is a tool to manage cluster of containers). And as popularity of the containers technology grows more, more applications are finding usefulness in the containerizing than sticking to the conventional virtual machines and hypervisors. In my study on
Docker container found papers which were using Docker containers in their projects. A few of the papers are listed below.

Anderson (2015) points out the problems that Docker addresses with respect to a Virtual Machine. According to this paper Docker is an effective tool which enables a developer not to worry about changing and configuring the system environment and focus only on developing the application without messing up the environment. He points out that Docker is most helpful for the DevOps team as lesser configuration is needed and Docker helps isolate the process of coding and configuration. And a single system can be used as a host to more than one application without affecting the each other. This notion is concurred by the Choudhari and Mhatre (2015). In this paper, we can see why containers have an upper hand over the traditional solutions for virtual methods.

The idea of the Boettiger (2015) is also confirmed by Di Tommaso et al. (2015) where Docker containers are used to set up the environment for research with Genomic
Pipelines. Typically, genomic pipelines are of experimental nature as often, third party software are used. Apart from this, they are constantly changing keeping pace with the technological changes. Hence, reproducing the particular version or a setting up of environment becomes increasingly difficult. Hence, Docker containers provide the solution by containerizing the particular version/set-up without affecting the other newer or older versions of the same. [Knoth and Nst (2017)] as well, speaks on similar lines where Docker containers are used to resolve the issue of reproducibility of environments for Geographic Object-Based Image Analysis (GEOBIA) which mainly use proprietary software but is now gradually migrating to Open-Source Software.

As the topic of the section suggests, Docker is finding its way into main stream technological solution. Usage of Docker in datacentre is one such example. This is supported by [Guan et al. (2017;2016)]. In this paper, the author convincingly portrays the effectiveness of usage of Docker in datacentre. The author(s) have proved by experimentation that the algorithm for resource allocation using Docker containers performs better than the conventional methods.

Another way of using Docker containers is by clustering and managing multiple containers and making them work as a single unit. The paper [Sallou and Monjeaud (2015)] deals with the one such utility where Docker containers are used to implement mechanism for executor plug-in and custom scheduler based on open source software for batch scheduling.

Map-Reduce is the most sought-after technology for crunching big data. Docker can be used as a good alternative even for the Map-Reduce as well. This is proved in [Xavier et al. (2014)]. Here the author experimentally proves that Map-Reduce is more effective with containers as the CPU utilization and systems resources are used comparatively lesser when compared to the traditional VM software.

The bottom line of this section being - Docker is effective, efficient, portable, ideal and faster than the traditional or conventional virtualization software such as HyperV, KVM, XEN, RHEV, etc. Though the traditional systems are robust and very secure in comparison to Docker, they come nowhere even close in terms of speed, efficiency and portability. And Docker has the potential to replace any of the leading virtualization solution.

2.2 ARP: An overview. What is spoofing?

We already know that Internet makes communication possible between two separate computer systems. In network, the Internet is divided into seven layers under the OSI model. And each layer speaks with the immediate layer above or below itself. These layer ‘speak’ with each other using protocols. Hence, each layer has its own set of protocol. The protocol in discussion here is Address Resolution Protocol in short ARP. ARP works in the Data-link layer of the OSI model and is an unreliable protocol. Meaning, after sending a packet of information as request on a Local Area Network, it does not wait for a response for that packet. The main purpose of ARP protocol is to collect and maintain a table of IP address and physical Media Access Control Address pair of every system in a network and store it. ARP does this in four simple steps; ARP Request, ARP response and RARP request and RARP response. This is done by broadcasting the IP address as well as the Physical address of the machine in a network. Once the packet of information is broadcast, the node does not wait for a response. If the node needs to route or send information to another machine in its network, it refers it’s ARP table with the help of
RARP (short for Reverse-ARP) and finds out the position of a node in the network and forwards the respective packet to it. The Figure 4 depicts the typical structure of an ARP protocol.

As we already know the main functionality of ARP protocol is to map the physical MAC address in the physical layer to the IP address of the nodes in data-link layer. The physical MAC address of the nodes, a 48-bit value with 6-octets, is mapped to a IP address of the respective nodes, a 32-bit value with 4-octets. This can be referred in the ARP packet structure in Figure 4. Usually, the 32-bit value is associated to the LAN and the respective nodes in it. Meaning, each node has all the values associated to the nodes in that particular LAN. And ARP cache stores these value for faster retrieval. The most common use of ARP cache can be seen in default gateways and physical routers in the network.

That being the case, it becomes very easy for a hacker node to impersonate a pseudo node. Meaning, an impersonator node broadcasts an ARP packet with false information of another node (the node usually being the default gateway or a router). This enables all the traffic to redirect to the impersonated node and the Internet packet travel via the pseudo node. Rahman and Kamal (n.d.) clearly explains this with the help of a diagram as depicted in the Figure 5 below.

Moon et al. (2014) and Zdrnja (2009) have explained the issues in ARP in detail. According to the author(s) following are the major drawback of the ARP protocol.

- **Statelessness**: ARP and RARP are both unreliable protocol and work in a simplistic manner. Meaning, they do not have any states. The only broadcast or receive the broadcast packets of data.

- **No Authentication**: This is a major hurdle as any new entry in the network can easily gain access to the network details or the ARP cache of the LAN.

- **ARP cache auto-update**: The ARP cache table consisting of all the entries are updated without any verification based on the packets received.

The above drawbacks lead to the LAN being prone to various forms of intrusion and harm. Some of which have been listed below.
Figure 5: ARP cache poisoning attack (Rahman and Kamal [n.d.])

- Host block: Once an intruder is able to gain access into the LAN it is very easy for the attacker to redirect the packets isolating one or many nodes. This leads to the host being blocked to provide service for the requests.

- Host impersonation: Once, the user is able to isolate a particular system he can easily pose as a pseudo node without being detected. This leads to a host being impersonated by another impostor machine.

- Man-in-the-middle attack: Once, the user is able to impersonate the behaviour of a system. it becomes increasingly difficult for the network to detect the presence of an impostor as there is very little difference between the impostor node and actual real node. This makes it easy for the impostor to launch his own attack. On detection, the real node will be detected rather than the impostor.

Summary of the section is that ARP is a necessity but it is not smart enough to verify itself and can pose a serious threat to systems connected in a network. We cannot totally ignore the protocol as it works in the bottom layers of the OSI network model.

2.3 Security issue and ARP Spoofing in Docker Containers

As all seemingly perfect systems, even Docker has a catch. LXC Container is a Free Open-Source Software (FOSS). Meaning every LINUX experienced person can not only easily understand and work, but also develop his/her own techniques and software applications using this tool. Meaning, there are only guidelines which needs to be kept in mind when working with Docker, and no prescribed manner in which to standardize the usage of Docker. This leads to varied and distinct methodologies for Docker usage. All these leads to one logical conclusion, if there are more than one ways of working on it there is also more than one way of breaking it. Standardizing the usage of Docker reduces the security loops in the software and narrows the surface for security breach in the system. In this section, we will be discussing the possible security drawbacks of Docker tool.

The fundamental question any developer would ask is, why do we need Docker when there are alternatives available, if not better, which are robust and provide high security?
Why would technological enthusiasts want to make use of Docker? Combe et al. (2016) answers exactly that. The author(s) has researched that though very efficient and effective than its other virtualization peers, Docker comes with its fair share of security holes. The following are the ones mentioned in the paper.

Manu et al. (2016b) aims at bringing out the underdeveloped side of Docker. The author(s) of this paper have clearly mentioned as Docker daemon works along with and is connected to the host kernel, it gives a direct access to the host machine itself. This leads to attack surface widened attack surface every time a new container or image is loaded onto the Docker host. The conclusion of this paper clearly states that Docker technology is in its infancy yet and the security patch up that needs to be implemented is possible bigger than the technology itself.

According to Manu et al. (2016a) the security aspects of Docker containers is literary unchartered territory. The LXC and containerization has been around for two decades now but Docker combines use of container technology and containers configuration in a single bundle. But, the problem being, the tool needs to be flexible and must provide as much configuration management as possible without tarnishing the ease of use. So, technically speaking, there are no security features inbuilt like other tool. But, they can be configured to implement one. This paper is addressing one such problem of security problems in Docker containers with respect to ARP spoofing and ARP poisoning attack.

During, the course of my dissertation, I got in touch with the official Docker channel. Grattafiori (2016) is white paper provided by them to understand the security features and hardening the Docker containers. According to the paper, Docker has enough security feature but it does not implement them by default. Hence, to overcome the issue of ARP poisoning, we need to use of a customized bridge which can be programmed. This is discussed in detail in further sections.

As stated earlier, the problem of intrusion and poison attack is common among a system. As Docker containers are treated as individual systems in a network they are not immune to these attacks. With regards to Docker containers security very limited papers are available and thus more research is necessary in this topic.

### 2.4 Existing solution and proposed solution

There is more than one way to overcome ARP poisoning attacks. The most common ways are to monitor the ARP cache of the machines in a network, checking for a flood of gratuitous packets. Paper such as Rahman and Kamal (n.d.), Lv and Li (2011), Kavan et al. (2014) and Wu et al. (2016) propose new and exhaustive methods to detect and nullify ARP poisoning attacks. Not only systems, ARP attacks can greatly influence the websites and their cross scripts also. Zdrnja (2009) and Zhang et al. (2012) discuss this in detail. Cross scripts are JavaScript that are captured in a network and replaced with malicious scripts or viruses that run by themselves on a computer harming or bugging the system for a long period. Kim and Huh (2011) proposed ways of detecting the intrusion over a domain. Detecting a phishing attack over an entire domain is not as effective as detecting over a network. The paper has proposed a phishing detection technique over an entire DNS by examining the network performance characteristics. The author(s) has examined four classification algorithms:

- Linear Discriminant Analysis
- Naive Bayesian
Among these the most effective one for detecting the phishing in a domain is K-nearest with 99.4% detection rate.

Similar issue of intrusion and poisoning can also be seen in Peer-to-Peer Network Protocol (P2P). P2P supports scaling and is a very robust protocol but it does not detect any intrusion by default. Ismail et al. (2017) discusses this issue and proposes a technique to detect a poisoned node. The paper proposes an algorithm to detect and prevent intrusion in P2P protocol.

Cha et al. (2017) is a unique paper where DoS attacks and eavesdropping of packets over VoIP and mVoIP can be detected and stopped by using Docker as a tool. Though not completely relevant this paper brings out the idea that Docker is actively being used in cloud based technologies and is susceptible to attacks over the network as a result of its raw implementable nature.

As the ARP is somewhat basic and (can be called primitive) protocol, it might very much need upgrading. (Nam et al.; 2010) suggests a new improved ARP to detect and overcome intrusion detection in a network. Due to non-authenticity and unreliable nature of ARP system in a network are vulnerable to attack. This can be overcome by improving the ARP to detect and prevent Man-In-The-Middle (MITM) attacks. The mechanism proposed in this method is based on a voting where each node rates the node entries in its ARP cache and is always self-aware of the adjacent node info. This reduces the MITM attacks greatly. Also, Min Su et al. (2014) discusses a new and improved ARP protocol (on similar lines of (Nam et al.; 2010)) which works on the principle of routing trace. This improved version of ARP is backward compatible and can be deployed instead of the existing one incrementally. The paper Trabelsi and Shuaib (2008) also proposes an improved Man-In-The-Middle attack detection scheme for switched networks.

Lastly, Chen et al. (2016) discusses the security for an entire cloud system network as a whole to secure the critical cloud infrastructure. As we analyse, it can be observed that a little research has been done on detecting and preventing the poisoning attacks in Docker. I’ve tried to implement a framework of containers that can be used to detect and prevent the ARP poisoning and intrusion.

The gist of this subsection being, there are solutions to prevent an ARP poisoning and ARP spoofing attacks in network. But in Docker there is no such software or mechanism. Hence, we will be discussing the framework of containers to detect an ARP poisoned container.

3 Methodology

To begin with the project was started with an assumption that a framework of containers all use individual network connection from the host network bridge. And initially all the containers had to be connected with each other to create a framework of docker container. So by initial assumption, Our framework of containers will look as it is depicted in the Figure 6.

Where, the master container is the parent container and all other containers are laid out in the form a binary tree. And each container is allowed to have one parent and two children only. All the containers are logically connected to communicate only in the flow.
of the binary tree with the help of iptables. And also, each container acts as a monitor to it’s immediate child node and keeps track of the packet data being transmitted to it’s child. If one among the tow nodes of are collecting more packets than the other, then parent node is suspicious about the child node and informs the master node to isolate the particular container from the framework.

There are two major issues with the above approach. First, the assumption on that docker container directly connect with the ethernet was false (Grattafiori; 2016). Docker has a dedicated bridge docker0. Second, even if we find a way to connect the containers in the form of a binary tree, the proposed framework would be ineffective as the size of the tree increases the number of levels on the tree will increase and transmission of data packet will be slower.

According to Docker white paper Grattafiori (2016) and the official website Docker (2017) it was clear that docker creates its own default bridge ‘docker0’ which acts as a connection center for all the containers hence, all the containers communicate via the ‘docker0’ bridge. As all the networking is through a single bridge it is better to use the existing bridge to keep track of the packet movements. The below Figure shows a bridge connecting three Docker containers to the Ethernet via a proxy server. The proxy server, the default bridge and the NAT connection of all the three are a part of Docker daemon and are installed together with the Docker-machine.

Following the above pattern I came up with steps to create a custom framework making use a custom bridge and subnet masks.

1. Create a custom bridge for Docker
2. Create a custom subnet mask under the new bridge
3. Create containers with static IP address and assign them under the new custom subnet mask

4 Implementation

The following are commands and code to create a custom bridge in Docker and assign static IP addresses to every container while connecting to the bridge.

The first step is to create a custom bridge in Docker and add that bridge to be used by another container.

Before we begin, we need to stop the currently running Docker daemon either manually or by stopping it in background.

Once the Docker daemon is stopped, configure and create a new bridge as follows

```
sudo brctl addbr custom_bridge_0
sudo ip addr add 172.132.1.1/24 dev custom_bridge_0
sudo ip link set dev custom_bridge_0 up
```

Once configured, confirm the configuration settings

```
ip addr show custom_bridge0
```

It should output the following

```
bridge0: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state UP group default
 link/ether 66:38:d0:0d:76:18 brd ff:ff:ff:ff:ff:ff
 inet 172.132.1.1/24 scope global custom_bridge_0
   valid_lft forever preferred_lft forever
```

We are good to go with the new bridge. Configure Docker to use the new bridge instead of the default one. Open the file `/etc/docker` and edit the file `daemon.json` to have the following entry.

```
{
  "bridge": "custom_bridge_0"
}
```

Restart the Docker daemon with the following command

```
sudo docker service restart
```

And once Docker is restarted, we can delete the now unused bridge `docker0`

```
sudo ip link set dev docker0 down

sudo brctl delbr docker0

sudo iptable -t nat -F POSTROUTING
```

We should be able to use the custom bridge for docker. We can verify this by

Once we have a custom bridge, the next step is to assign static IP address to every container that we create. This is one of the approaches. Another and a more secure approach is that we can create a custom network with user defined subnet mask and assign the containers to it.

Once we have the custom network we can create containers with static IP and assign it to the new network.
5 Evaluation

In this section, we will be testing and evaluating the framework by manually creating containers and testing them against ARP attacks. Two scenarios are considered:

1. Containers outside the framework
2. Containers inside the framework

In both the cases we will be introducing a rogue container to capture details of another container. The subsequent behaviour of the system would be recorded and the results would be displayed.

5.1 Containers outside the framework

Creating 5 containers outside the framework for the purpose checking for ARP spoofing:

docker run --name dynamic_container_1 -d -it alpine
After creating 5 such containers (Figure 11)
On inspecting the containers (Figure 12)
If we stop any one of the containers from the framework, and add a new container
the default bridge assigns an already used IP address to the new container

This means even though the container is different it is assigned the same IP address
and the MAC address and instantly recognized in the ARP table. This can lead a
container being induced into the bridge by default with arising any suspicion.

5.2 Containers in the framework
Creating 5 containers inside the framework for the purpose checking for ARP spoofing

docker run --name static_container_1 --net custom_network
--ip 173.130.1.2 -d -it alpine
After creating 5 such containers,

```
{
"Name": "Static_container_1",
"EndpointID": "43f60be4c70c0d690ddc887f85a718d2f5575283ac34c1eeb8d2814b31c055f24f01",
"MacAddress": "82:42:ad:82:01:83",
"IPv4Address": "173.138.1.3/25",
"IPv6Address": "",
},
{
"Name": "Static_container_2",
"EndpointID": "513900fcd78ae60d2d8a86531735066e266f95815f71838f65248533c6e6",
"MacAddress": "82:42:ad:82:01:85",
"IPv4Address": "173.138.1.5/25",
"IPv6Address": "",
},
{
"Name": "Static_container_3",
"EndpointID": "92ab666f6f57f872f2c0eb4961e405ccc9b846b07bad4e9ba16d7a0bb87f0",
"MacAddress": "82:42:ad:82:01:84",
"IPv4Address": "173.138.1.4/25",
"IPv6Address": "",
},
{
"Name": "Static_container_4",
"EndpointID": "38db4e6c4f57f8f29c6e8a4961e405c938b846b07bad4e9ba16d7a0bb87f0",
"MacAddress": "82:42:ad:82:01:85",
"IPv4Address": "173.138.1.5/25",
"IPv6Address": "",
},
{
"Name": "Static_container_5",
"EndpointID": "7e9448debf06b2b88b9284f7479e66b2ba5d7e37e287788352dfb98f9f373e",
"MacAddress": "82:42:ad:82:01:87",
"IPv4Address": "173.130.1.7/25",
"IPv6Address": ""
}
```

Figure 14: List of containers inside the framework

On the other hand, all the containers in the framework have fixed IP address and once a container is removed its IP address is not used again and the subsequent container being added will have a new IP address.

While stopping and adding a new container subsequently an IP address is configured along with it. This prevents the reuse of IP address

```
"a47cfdb979d3544f470914ae21f831d84299994957bb0295d7d9280f20d87a": {
"Name": "Static_container_6",
"EndpointID": "fa46cecf5614df8c42a8c0b8cbb82e7867af5971a8f0a5653328000b459d3",
"MacAddress": "82:42:ad:82:01:87",
"IPv4Address": "173.130.1.7/25",
"IPv6Address": ""
}
```

Figure 16: Container details of the new static container created

As the result shows that though the MAC address is the same but the IP address are different. This leads to a new entry in the ARP cache table which authenticates that the new container is not a copy of another container and is not a potential ARP poison threat.
5.3 Discussion

From the above experiment, it was found that duplicate ARP cache records can be prevented over a network of containers when the containers are in the framework. Or to be more precise, the containers outside the framework have more chance of being the possible poisoned container. Establishing the proper framework of containers enables the containers to have a unique entry in the ARP cache records rather than taking the place of a pre-existing container. Hence, it can be said that the possibility of poisoned containers finding its way into the production environment is considerably reduced, in turn making the container environment more secure for the applications.

6 Conclusion and Future Work

The framework of containers in discussion here resolves the problem of ARP poisoning attack among docker containers. The framework disables duplicate entry in ARP cache preventing any threat in the form of ARP poisoning by creating a static entry in ARP table even before an intruder can spoof the identity of another container. This makes the entire network of containers secure and reliable. A secure network additionally needs lesser security implementations on the hosting machines which will reduce the cost of maintaining and setting the server environment.

The future work could include the automation of creating custom bridge along with static IP address for containers in a single command in Docker by contributing to the source code to add an option of private and secure bridge creation along with static IP address for the containers. Another possible enhancement could be to integrate an ARP cache monitor daemon to constantly monitor the Docker network bridge to detect a duplicate entry in the ARP cache and instantly isolate the respective container from the network.
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A Procedure and Output

```bash
sudo brctl addbr custom_bridge_0
sudo ip addr add 172.132.1.1/24 dev custom_bridge_0
sudo ip link set dev custom_bridge_0 up
ip addr show custom_bridge0
```

Open the file /etc/docker and edit the file daemon.json to have the following entry.

```json
{
  "bridge": "custom_bridge_0"
}
```

```bash
sudo docker service restart
```

And once Docker is restarted, we can delete the now unused bridge 'docker0'

```bash
sudo ip link set dev docker0 down
sudo brctl delbr docker0
```

```bash
sudo iptable -t nat -F POSTROUTING
```

We should be able to use the custom bridge for docker. We can verify this by

![Figure 1: A custom bridge](image1.png)

![Figure 2: A custom network](image2.png)

Building containers based on alpine base image

```bash
#Base Image
FROM alpine

CMD apt-get update
```
Build and run as many containers as you want by creating a docker-compose file

version: '2'

services:
  app1:
    image: alpine
    networks:
      custom_network:
        ipv4_address: 172.16.238.10
  app2:
    image: alpine
    networks:
      custom_network:
        ipv4_address: 172.16.238.11
  app3:
    image: alpine
    networks:
      custom_network:
        ipv4_address: 172.16.238.12
  app4:
    image: alpine
    networks:
      custom_network:
        ipv4_address: 172.16.238.13
  app5:
    image: alpine
    networks:
      custom_network:
        ipv4_address: 172.16.238.14

networks:
  custom_network:
    driver: bridge
driver_opts:
    com.docker.network.enable_ipv6: "true"
    com.docker.network.bridge.enable_ip_masquerade: "false"
ipam:
  driver: default
  config:
  - subnet: 172.16.238.0/24
    gateway: 172.16.238.1
  - subnet: 2001:3984:3989::/64
    gateway: 2001:3984:3989::1

Then,

docker-compose up
Figure 3: A container with static IP

Figure 4: List of containers inside the framework